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ABSTRACT

Medical ultrasonic imaging technology is currently the preferred
method to detect and diagnose benign and malignant thyroid nod-
ules, which is widely used because of their low cost and non-
invasive damage to patients. But automatic lesion detection and
classification on thyroid ultrasound image is quite challenging due
to the poor image quality. To solve the problem, based on popular
Faster R-CNN network for natural image detection, a ResAt-Faster
R-CNN model was proposed in the paper according to the charac-
teristics of thyroid ultrasound image, the residual module and at-
tention mechanism. The medical prior knowledges such as location
and distribution information are further introduced to constrain
the model to reduce the interference of surrounding tissues. The
experimental results demonstrated that our proposed method was
effective in the discrimination of thyroid nodules.
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1 INTRODUCTION

Thyroid nodule disease is a common clinical disease with a higher
incidence in young population [1]. If a patient can get reasonable
diagnosis and treatment in time in the early stage, it can reduce the
risk of further deterioration of thyroid nodules.
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Ultrasonic technology is widely used in various clinical medical
diagnostic tasks due to its low detection cost, real-time imaging
and non-invasive damage to patients. However, the ultrasound
image has low contrast, high labeling cost and different degrees of
calcification and noise in the image [2]. Therefore, the diagnosis of
thyroid nodules by ultrasound images is facing great challenges.
With the development of deep learning in the field of medical
imaging, computer-aided diagnosis methods have rapidly emerged
[3]. In particular, convolutional neural network has demonstrated
strong feature extraction capabilities in the fields of detection and
classification [4]. It is of great clinical value to use deep learning
model to extract the features of thyroid ultrasound images and
predict the development of the patient’s condition. In recent years,
some researchers have applied deep convolution model to auto-
matic detection and segmentation of thyroid ultrasound images
and achieved good results [5-13]. Due to the characteristics of ul-
trasound image, the direct application of the existing deep learning
model will make the data set distributed in the space sparsely and
lead to inaccurate positioning without any clinical knowledge.

To solve the above problem, this paper proposed the ResAt-Faster
R-CNN that embedded residual substructures and attention block
to effectively extract context information and autonomously learn
the weight of the effective region feature map. In addition, this
paper put forward a priori constraint based on thyroid position
to further improve the accuracy of thyroid nodule detection and
classification.

2 MATERIALS AND METHODS

2.1 Image Acquisition

The thyroid ultrasound data set used in our study was provided by
the affiliated hospital of Qingdao University. The patient’s private
information has been hidden, and the contour of the nodules in the
image was marked by doctors with years of clinical experiences.
The image acquisition came from three ultrasound image scan-
ners, namely HIVISION Preirus, HIVISION 900 and Siemens $2000
equipped with a liner probe with central frequency of 7.5~14.0MHz.
There were 157 cases included in the study (62 Benign cases in-
cluded 6 males and 56 females, 95 Malignant cases included 10
males and 85 females). All the diagnosis results were confirmed
by surgery and pathological examinations or biopsy. The dataset
consists of 157 folders, each folder includes an image sequence
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Figure 1: Sample Images. (a)Original Image, (b)Labeling Image, (c)Ground Truth.
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Figure 2: Faster R-CNN Model.

(ranging from 1 to 37 images). Finally, for data balance, there were
totally 1324 images selected for this study, which the ratio of benign
nodules and malignant nodules was about 1: 1.

Each image was labeled using professional software (according to
the nodule outline drawn by doctors, the ground truth completely
includes the smallest circumscribed rectangle of each nodule) and
was made in accordance with the PASCAL (Pattern Analysis, Sta-
tistical Modelling and Computational Learning) format.

The sample images are shown in Figure 1. We can observe that the
overall contrast of thyroid ultrasound image is very low, especially
in the nodule area, where the echo is darker than the surround-
ing tissue. The features of benign and malignant nodules are not
obvious, and the nodule area is small relative to the background.
The basic model of Faster R-CNN is shown in Figure 2

2.2 Embedding Residual Substructure

Figure 3(a) is the prototype of residual unit [14] and Figure 3(b) is the
improved residual substructure. The latter adds 1 X 1 convolution,
which can reduce the calculation complexity to a certain extent. And
it introduces more nonlinear mapping so that even if there is a slight
change in the input image, it will cause a large change in the loss
resulting in an increase in the gradient of back propagation. This
can avoid the problem of gradient disappearance due to deepening
of the network.

2.3 Introducing Attention Mechanism

We introduced the squeeze-and-excitation attention module [15],
which can effectively extract context information. After obtaining
the feature weight diagram, it will be multiplied by the abstract
features and then focus on target regions of the thyroid images
through network learning. In other words, the attentional mecha-
nism can improve the sensitivity and accuracy of Faster R-CNN’s
prediction of dense pixel categories by suppressing the activation
values of non-correlated regional features. The SE block is shown
in Figure 4

2.4 Constraints Based on Medical Priori
Knowledge

Based on the fact that the thyroid nodules are distributed in the
thyroid region, firstly, the closed operation of the morphological
filtering was used to eliminate the black hole in the closed region
of ultrasound images and the external contours of thyroid regions
were depicted, so as to roughly locate the thyroid nodules, as is
shown in Figure 5(a) and Figure 5(b).

Secondly, it can be seen that the nodules are generally distributed in
the center of the thyroid area from the analysis of the experimental
data set. Therefore, the restriction of the central constraint was
introduced and the scores of the constraint and the model candidate
box were supplemented by different weights to obtain the final
evaluation value. As is shown in equation 1), W represents the
weight based on the priori of the center position and W represents
the weight of the candidate box score. Distance in the formula is the
distance between the center position of the candidate box and the
center of image. MAX and MIN respectively represent the maximum
and minimum distances in all the candidate boxes generated in one
image, as is shown in Figure 5(c). The value of % tends
to 0 when the distance is larger, which indicates the candidate
box is off center. And the value of Wtends to 1 when
the distance is smaller, which indicates the candidate box is more
towards the center. Finally, a group of weight values with the best
effect were obtained through a series of experiments.
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Figure 3: Residual Substructure. (a)Original Residual Unit, (b)Proposed Residual Unit.
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Figure 4: Squeeze-and-Excitation Block.

Figure 5: Priori Knowledge Based on Thyroid Position.
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Figure 6: Residual Attention Faster R-CNN.

2.5 Training ResAt-Faster R-CNN

On the basis of Faster R-CNN [16], residual unit and attention
mechanism were embedded in the network. In addition, the priori
knowledge is proposed to further improve the model performance.
The whole network structure of final model ResAt-Faster R-CNN
is shown in Figure 6
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Before training, we performed histogram equalization and data
enhancement on the data set. After histogram equalization, the
image had high contrast and variable gray tones, which would be
helpful for feature extraction. Due to the fact that thyroid ultra-
sound image showed the characteristics of tissue stratification and
thyroid nodules would change the corresponding category label if
its size or shape became different, so only symmetric method was
used to amplify the data set about twice.

3 RESULT
3.1 Performance Measurement

The performance of the model in terms of detection and classifica-
tion can be evaluated by comparing the differences between the
experimental results and the ground truth. In the experiment, AP
(Average Precision) was used to quantitatively evaluate the detec-
tion performance. Specifically, the detection ability of the model
was evaluated through AP of benign and malignant nodules and
mAP of mean Average Precision of two types of nodules detection,
shown in equation 2)-(5).

true object detection

i 9
precision all detected boxes @
true object detection

1l = 3
reca all ground truth boxes ®)
1
AP = ({P(V) dr 4)
1 N
mAP = NEZM% (5)
i=1

where p(r) is precision - recall curve and N is class categories, for
our problem, N =2.

The classification ability of the model was quantitatively evaluated
using the following three indicators which are shown in equation

6)-(8) [17].
TN + TP

Classification accuracy = (6)
TN +FP+TP+FN
TN
Specificity = ——— 7
pecificity TN + FP 7
TP
S itivity = ———— 8
ensitivity TP FN 8)

TP and TN respectively represent the number of positive and neg-
ative samples correctly classified by the model, while FP and FN
respectively represent the number of negative and positive samples
wrongly classified by the model. In our experiments, a positive
sample refers to a malignant nodule and vice versa.

In the rest of this section, we evaluated the detection and classi-
fication performance of Residual Attention Faster R-CNN on our
private data set, and then tested similar indicators on the improved
model under the constraints of medical priori knowledge. Finally,
we compared the benchmark model with the final model and the
experimental results were analyzed and summarized. All the net-
work models were trained on ImageNet data set in advance for
initializing parameters [18].
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Figure 7: Results of Experiments. (a)Benign Nod-
ule,(b)Labeled Image,(c)Output of Model

Figure 8: Results of Experiments. (a)Malignant Nodule,
(b)Labeled Image, (c)Output of Model

3.2 Experimental Results

The dataset was divided into training set and test set according to
the ratio of 10:3. The performance of ResAt-Faster R-CNN is shown
in Table 1, and it can be seen that the introduction of residual unit
and attention mechanism greatly improve both detection and clas-
sification performance of thyroid nodules. Each row of experiment
is based on the previous row.

From the table, we can see that Residual Attention Faster R-CNN
has 20%, 29%, 11%, 13%,2% and 8% improvement in classification
accuracy, specificity, sensitivity, malignant AP, benign AP and mAP
compared with the base model. It turns out that ResAt-Faster R-
CNN can achieve more accurate detection and classification.
Some results are shown in Figure 7 and Figure 8

Table 2 shows the experimental results obtained by using priori
strategy based on thyroid position. We found the optimal combi-
nation of weights through experiments on W; and W3 with ten
groups of different values. As can be seen from the Table 2, the
detection and classification evaluation indexes were the best when
W1 =0.6 and Wy = 0.4.
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Table 1: Performance Indicators

Method Accuracy Specificity Sensitivity MalignantAP BenignAP MAP
Base model 0.61 0.54 0.70 0.41 0.43 0.42
Residual unit 0.69 0.89 0.60 0.52 0.43 0.48
Data expansion 0.73 0.92 0.64 0.51 0.42 0.47
Equalization 0.72 0.94 0.61 0.46 0.47 0.46
Attention 0.81 0.83 0.81 0.54 0.45 0.50
Table 2: Priori Experiment Based on Thyroid Position
W1/W2 Accuracy Specificity Sensitivity MalignantAP BenignAP mAP
0.1/0.9 0.79 0.87 0.76 0.59 0.45 0.52
0.2/0.8 0.79 0.89 0.76 0.57 0.46 0.52
0.3/0.7 0.80 0.89 0.76 0.57 0.46 0.52
0.4/0.6 0.81 0.90 0.78 0.58 0.47 0.53
0.5/0.5 0.82 0.90 0.78 0.59 0.47 0.53
0.6/0.4 0.83 0.90 0.80 0.59 0.48 0.54
0.7/0,3 0.82 0.60 0.79 0.59 0.47 0.53
0.8/0.2 0.82 0.89 0.79 0.60 0.46 0.53
0.9/0.1 0.78 0.88 0.73 0.56 0.45 0.50

Figure 9: Effectiveness of Contrast. (a)Ground Truth,
(b)Before Constraint, (c)After Constraint

Due to lower gray level of the carotid artery on the left edge whose
appearance was a round shape, the model detected it as a nodule
by mistake, as is shown in Figure 9(a) and 9(b). But Figure 9(c)
shows that the nodule can be correctly detected when we used the
priori knowledge and the score has been increased correspondingly.
Compared with the previous results, the accuracy and detection
rate of the final model were both improved, which indicated that
the priori knowledge based on thyroid position was reasonable and
effective.

It can be seen from the Table 3, the final model which priori knowl-
edge added as constraint has a significant improvement in clas-
sification accuracy and nodule detection rate compared with the
base model. The model can satisfy the requirements of the auxiliary
doctors and confirm the validity of the proposed method.

Figure 10: Hard Samples. (a)Labeling Image, (b)Base Model,
(c) ResAt Faster R-CNN, (d)Final Model

3.3 Performance Comparison of Hard to
Classify Images
Although the above model has performed well in test data set,

automatic nodule detection and classification is a very challenging
clinical task. Here are some images which are not easy for model or

Table 3: Final Performance Comparison

Method Accuracy Specificity Sensitivity MalignantAP BenignAP mAP
Base Model 0.61 0.54 0.70 0.41 0.43 0.42
Final Model 0.83 0.90 0.80 0.60 0.48 0.54
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doctors to recognize. The hard to recognize examples are shown in
Figure 10The figure shows four representative samples cases with
difficulty in detection and classification in the data set from top to
bottom. The ROI of the first image has no obvious contrast with
the background color, and the image is dark on the whole. In the
second image, the ROI margin is blurred and there was interference
of dark echo region in the carotid artery on the left of the image.
The nodule in the third image is too small for the whole image and
the nodule in the fourth image is too large, which is the opposite
of the previous situation.

Taking the image in the first row for example, the contrast between
the nodule and the background was so low that the edge of the
nodule was almost integrated into the surrounding tissue. Therefore,
the candidate box generated by the first two models did not contain
the entire nodule region. When facing these complicated situations,
the probability of misjudgment increased. Obviously, the model
needs to be further improved to deal with these interferences in
the ultrasound image.

4 DISCUSSIONS AND CONCLUSIONS

The paper firstly analyzed the shortcomings of applying Faster
R-CNN directly in the field of medical image detection and classifi-
cation, and proposed Residual Attention Faster R-CNN with priori
knowledge for thyroid ultrasound image. The advantages of the
proposed model were as follows: (1) Embedding improved residual
units in the feature extraction network. Based on the residual mech-
anism in ResNet, the residual substructure was improved, which
can not only reduce the calculation number of parameters during
training, but also avoid the problem of gradient disappearance and
the convergence speed of the network was improved. (2) Introduc-
ing attention mechanism to effectively extract context information.
The model can improve the weight of effective regions in the image
and accuracy of ROI classification through independent learning. (3)
Proposing the priori strategy based on thyroid position. According
to the priori knowledge that nodules were generally distributed
near the center of thyroid images, the scoring rules of each candi-
date box were reformulated. The new indicators were calculated to
reorder and screen when the model generated candidate boxes, so
as to obtain a more appropriate and accurate detection box.

In the future work, in-depth research can be carried out from the
following aspects to provide directions for further improving per-
formance of the model: (1) Observe the test samples with inaccurate
detection and classification respectively, and summarize the com-
monalities through analyzing the characteristics of these sample
images to make targeted improvements. (2) Study the influence of
images of different quality collected by different equipment on the
thyroid images, which can increase the amount of training data
and reduce the impact caused by different distribution of images.
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(3) In the actual scene, it is worth considering and studying how to
make full use of images which are not labeled by doctors.
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